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Algebraic and Transcendental Equations

Unit |
1. Introduction

If f (x) is a polynomial then the equation f (x) is called and algebraic equation.

Equations which involve transcendental functions like sin x, cos X, tan x, log x, €* etc.
are called transcendental equations.

X2+5x+6=0; 2¢—-x+4=0; x>-x3+3x+3=0
are some examples of algebraic equations.

2e+1=0; 2x+cosx—1=0; logiox—2x=12; a+bsinx+ccosx+dlogx=10;
x2 + loge ¥ — 12 = 0 are some examples of transcendental equations.

If f (X) is continuous in the interval [a, b] and if f (a) and f (b) are of opposite signs
then the equation f (x) = 0 has at least one root lying between a and b.

1.1 Errors in Numerical Computation
Definition. If o is an approximate value of a quantity whose exact value is a, then the difference

€ = o — a is called the absolute error of o or simply the error of a.

=o-a provided a = 0. The percentage error

The relative error €, is defined by e, = <
a a

€p is defined by €, = 100 €.
r=a—a =- € iscalled the correction. Thusa=o +r.
i.e. True value = approximated value + correction.
Different types of errors in numerical computation.

An experimental error is an error present in the given data. Such errors may arise from
measurements.

In an iterative computational method the sequence of computational steps necessary to
produce an exact result is truncated after a finite number of steps. An error arising out of such
truncation is called truncation error.
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The process of cutting of digits and retaining required number of digits is called
rounding off. Errors arising from the process of rounding off during computation are called
round-off errors.

1.2 Iteration method (Successive approximation method)

Let f (x) = O be the given equation, algebraic or transcendental. Suppose the equation
can be expressed in the form

X=X (1)
where ¢ () is a continuous function.
Let xo be an approximate value of the desired root. We define

X1=¢ (Xo), X2= ¢ (X),...... , Xn = ¢ (Xn-1)

The sequence (xo, X1, ...... y Xny eeneen ) is called the sequence of successive

approximations.
Suppose the sequence (xn) converges to o.

@ie) limx,=o L (2)

n—oo

Since ¢ (x) is a continuous function we have lim ¢ (xn) = ¢ (o)

lim (x,.,) = & (c)

n—oo

S0 ¢ (o) (from 2)
Thus a is a root of the equation x = ¢ (x) and hence it is a root of f (x) = 0.
Order of Convergence
Consider the equation f(x)=0. Suppose the equation can be expressed in the form x=¢(x).
Let xn+1=(xn) define an iteration method for solving the equation f(x)=0.

Let a be the root of the above equation . Let xn = a +en .

Then en = Xn — a is the error in xn. If @(X) is differentiable any number of times then the Taylor’s
formula for @(x) isgiven by

d(x) = p(a) + (p'ila) &, + (p"é!a) gnz +.....
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The power of ¢n in the first non vanishing term after (o) is called the order of the iteration

process.
Remark : The order is a measure for the speed of convergence.

For example in the case of first order convergence

Xn+1 = ¢ (a) + @' (o)en (0mitting higher powers)
SoXn+1 = ot @ (a)en
(i) Xn+1—a = @ ()en
et = @ (Wen

. . 1
Similarly in the case of second order convergence, en+1 = 7 ¢" (a)el.

Problem 1. Use the method of iteration to find the real root lying between 1 and 2 of the
equation x*—3x + 1 =0.

Solution. Let f (x) =x>—3x + 1. Here f (1) =— 1 and f (2) = 3.
.. One root of f (x) = 0 lies between 1 and 2.

3x—1.

Now, f (x) =0 gives x3

(3x-1p = (9)
ot
(3x - 1)%

>
1]

@ (X)

Clearly |9’ (x)| < 1 for all x € (1, 2). Hence if we take xo = 2, then the sequence of successive
approximations xo, X1, ...... , Xn ... 1s convergent. Let Xo = 2.

Now x = ¢(%)=¢ (@)= 59 = 1.7100
x, = ¢(x)=¢L71)= (3><1.71—1)§ = (4.13)% = 1.6044
X, = $(x,)=¢ (1.6044) = (3x1.6044 1) = (3.8132)s = 1.5623
x, = (%) =g (1.5623) = (3x1.5623—1) = (3.6869) = 1.5449

1 1
Xs = ¢(x,)=¢ (1.5449) = (3x1.5449 -1}z = (3.6347): = 1.5375
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X, = ¢(x)=¢(15375)= (3x15375-1): = (3.6125) = 1.5344
X, = ¢(%)=¢ (15344) = (3x1.5344—1): = (3.6032)s = 15331
X, = ¢(X)=¢(1.5331) = (3x1.5331—1)s = (3.5093) = 1.5325
X, = ¢ (%)= (1.5325) = (3x1.5325—1) = (3.5975)s = 1.5323
X, = ¢(%)=¢ (15323) = (3x1.5323—1)s = (3.5969)s = 1.5322.

Now X,= X, upto 3 places of decimals.

Hence approximate value of the required root is 1.532

Problem 2. Use the method of iteration to solve the equation 3x — logio X = 6.
Solution: Let f (x) = 3x — logio x — 6

6 —0.3010 - 6 =—-0.3010

f(2)

f(3) 9 - 0.4771 - 6 = — 2.5229

.. One root of f (x) = 0 lies between 2 and 3.

Now, f (x) = 0 can be written as

Now, ¢’ (x) = % (Iongej (~+ logio x = loge X x log1o €)

0.4343 |1
lp" (¥ = 3 H (- logo € = 0.4343)

< lforallx e (2,3).

Hence if we take xo = 2, then the sequence of successive approximations Xo, X1, X2 ... is

convergent.
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Now x = ¢(x)= %(en 2)= &210_21003
X, = ¢(x)= %(6+I091021003)—%—21074
X; = ¢(x,)= %(6+|091021076):&§38:2.1079
X, = (%)= %(6+I091021079) &;39:2.1080
Xs = ¢(x,)= %(6+|ogl(,21080)_&§39_21080

Hence approximate value of the required root is 2.108

Problem 3. Find the real root of the equation cos x = 3x — 1 correct to four decimal places
using successive approximation method.

Solution: Let f (x) 3x—1-cosx.

f(0)

0-1-1=-2

and f (gj = 3?“—1 0=4.7143-1=3.7143
.. One root of f (x) = 0 lies between 0 and g

f (x) = 0 can be written as x = %(1+ cos X)=¢(x).

Now, ¢'(x) = - sirg(x)

sinx

© |0 (x) =

——|<1 forall xin (0 gj

Hence if we take x,=0, then the sequence of successive approximations

Xg 1%, X5 5000, Xy 5.0 1S CONVETQENL.
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Now X = ¢(X)=¢(0)= %(1+ c0s0)= 0.6667
X, = ¢(x)=¢ (0.6667) = %(1+ 0.7859) = 0.5953
X, = ¢(X,)=¢ (0.5953) = %(1+ 0.8280) = 0.6093
X, = ¢(%)=¢ (0.6093)= %(1+ 0.8200) = 0.6067
X, = ¢(x,)=¢ (0.6067) = %(1+ 0.8215) = 0.6072
x; = ¢(X;)=¢ (0.6072) = %(1+ 0.8212) = 0.6071

X, = ¢(x;)=¢ (0.6071) = %(1+ 0.8214) = 0.6071.

Hence approximate value of the required root is 0.6071.

Problem 4. Can we find a real root of the equation x® + x* —1=0 in the interval [0, 1] by the
method of iteration?

1
Solution. Writing x* +x2 —1=0 as X*(X+1)=1, we get x = .
| (rD)=1, we getx= oo

- L ! = _#
Let ¢ (x) = o1 Then ¢'(X) 2(x+1)§ :
Clearly | ¢'(x) | = L - <1forallx € [0, 1].
2(x +1)2

Hence if we take X, =0 (or any number in [0, 1]), then the sequence of approximations

Xo, %, X550, X, 5.0 1S CONVErgent and an approximate value of the root can be obtained by the

method of iteration.

Problem 5. Can we apply iteration method to find the root of the equation 2x = cos x + 3 in

)
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Solution. 2x = cos x + 3 gives x = % (cos x +3).

sin X

Let ¢ (x) = % (cos x +3). Then | ¢'(X) | =

<1 forall xin [Oﬂ

Hence by taking X, =0 (or any point in [0,%}), the sequence of approximations
Xg, %, X5 5000, X, 5.0 1S CONVErgent and an approximate value of the root can be obtained by the
method of iteration.
Exercises
Solve the following equations using iterative method

1. x3+x2-1=0

2. Find the negative root of x*-2x+5=0

1.3 Regula Falsi Method (Method of false position).

Consider the equation f (x) = 0 where f (x) is a continuous function. Choose two
points a, b such that f (a) and f (b) are of opposite signs. Hence there exists a root lying between
a and b. In this method we approximate the curve of the function f(x) by a chord .The point of
intersection of the chord with the x — axis is taken as the first approximation x: to the root.

_af(b)-bf(a)

T T b))

Now if f (a) and f (x1) are of opposite signs then the root lies between a and x1. So we

replace b by x; in (2) and get the next approximation Xa.

But if f (a) and f (x¢) are of same sign, then f (x1) and f (b) will be of opposite signs.
Hence the root lies between x1 and b. We replace a by xi.

The process is repeated until the root is found to the desired accuracy.

Problem 1. Find the real root lying between 1 and 2 of the equation x* — 3x + 1 =0 upto 3
places of decimals by using Regula — falsi method.
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Solution. Let f (x) =x3— 3x + 1. Since f (1) =— 1, f (2) = 3 one root lies between 1 and 2.
Leta=1and b = 2. The first approximation is

af(b)-bf(a) 1x3-2(-1) 5
“Tto)-f@) | s+l 4 2

Now f (x,) = (1.25) = 0.7969
Since f (1.25) is negative and f (2) is positive the root lies between 1.25 and 2.
Leta=125and b =2.

1.25x3—2(-0.7969)
3+0.7969

The second approximation is x,= =1.4074.

Now f (1.4074) = 1.4074° — 3 x 1.4074 + 1 = — 0.4345.
Since f (1.4074) is negative and f (2) is positive the root lies between 1.4074 and 2.

Takea=1.4074 and b = 2.

1.4074x3—2(-0.4345) 4.2222+0.8690
3+0.4345 3.4345

The third approximation is x,= =1.4824.

Now f (1.4824) = 1.4824° — 3 x 1.4824 + 1 = 3.2576 — 4.4472 +1= — 0.1896.

Since f (1.4824) is negative and f (2) is positive the root lies between 1.4824 and 2.
Leta=14824and b = 2.

1.4824x3 - 2x(—0.1896)
3+0.1896

The fourth approximation is x, = =1.5132.

Now f (1.5132) = 1.5132% — 3 x 1.5132 + 1 = 3.4649 — 4.5396 +1= — 0.0747.

Since f (1.5132) is negative and f (2) is positive the root lies between 1.5132 and 2.
Leta=1.5132and b =2.

1.5132x3—2(~0.0747)
3+0.0747

=1.525.

The fifth approximation is x; =

Now f (1.525) = 1.525% — 3 x 1.525 + 1 = 3.5466 — 4.575 +1= — 0.0284.
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Since f (1.525) is negative and f (2) is positive the root lies between 1.525 and 2.
Takea=1525and b = 2.

1.525x 3 2x(—0.0284)

The sixth approximation is x, = 30,0284
+0.

=1.5295.

Now f (1.5295) = 1.5295% — 3 x 1.5295 + 1 = 3.5781 — 4.5885 +1= — 0.0104.

Since f (1.5295) is negative and f (2) is positive the root lies between 1.5295 and 2.
Takea =1.5295and b = 2.

1.5295x 3 - 2x(—0.0104)
3+0.0104

=1.5311.

.. The seventh approximation is x, =

Now f (1.5311) = 1.5311% - 3 x 1.5311 + 1 = 3.5893 — 4.5993 + 1= — 0.0004.

Since f (1.5311) is negative and f (2) is positive the root lies between 1.5311 and 2.
Takea=1.5311and b =2.

1.5311x 3 - 2x(—0.0040)
3+0.0040

. The eighth approximation is x, = =1.5317.

Now f (1.5317) = 1.5317% — 3 x 1.5317 + 1 = 3.5935 — 4.5951 + 1= — 0.0016.

Since f (1.5317) is negative and f (2) is positive the root lies between 1.5317 and 2.
Takea=1.5317and b =2.

1.5317 x3—2x(—0.0016)
3+0.0016

=1.53109.

-. The ninth approximation is X, =

= 1.532 (corrected upto 3 places of decimals)
. Xg = Xy =1.532
.. The required root is 1.532 (corrected upto 3 places of decimals)
Problem 2. Find a root of the equation x> — 3x — 5 = 0 by the method of false position.
Solution. Let f (x) =x3— 3x—5. Here f (2) =3, f (3) = 13.
.. The root lies between 2 and 3. Leta=2and b = 3.

The first approximation to the root is given by
11
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_af(b)-bf(a) 2x13-3x(-3)
~ f(b)-f(a)  13+3

X, = 2.1875.

Now f (x1) = f (2.1875) = 10.4675 — 6.5625 — 5 = — 1.095.
Hence the root lies between 2.1875 and 3. Leta=2.1875and b = 3.
Hence the second approximation is given by

- 2.1875x13—3x(~1.095)

, = 2.2506.
13+1.095

Now f (x2) = f (2.2506) = 11.3997 — 6.7518 — 5 = — 0.3521.
Hence the root lies between 2.2506 and 3. Let a = 2.2506 and b = 3.
Hence the third approximation is given by

o _ 2:2506x13-3x (-0.3521)

: = 2.2704.
13+0.3521

Now f (x3) = f (2.2704) = 11.7033 — 6.8112 — 5 = - 0.1079.
The root lies between 2.2704 and 3. Let a = 2.2704 and b = 3.
Hence the fourth approximation is given by

_ 2.2704x13-3x(-0.1079)

X, =2.2764.
13+0.1079

Now f (x4) =1 (2.2764) = 11.7963 — 6.8292 — 5 = — 0.0329.
The root lies between 2.2764 and 3. Take a = 2.2764 and b = 3.
The fifth approximation is given by

o _ 2:2764x13-3x (-0.0329)

g =2.2782.
13+0.0329

Now f (xs) = f (2.2782) = 11.8243 — 6.8346 — 5 = — 0.0103.

Since f (3) is positive and f (2.2782) is negative the root lies between 2.2782 and 3.
Takea =2.2782and b = 3.

.. The sixth approximation is given by
12
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_ 2.2782x13-3x(-0.0103)

X ~2.2788.
13+0.0103

Now f (2.2788) = 11.8336 — 6.8364 — 5 = — 0.0028.

Since f (xe) Is negative and f (3) is positive, the root lies between 2.2788 and 3. Let
a=2.2788and b =3.

_ 2.2788x13-3(-0.0028)

X, =2.2790.
13+0.0028

“. Xe = X7 =2.279 (corrected upto 3 places of decimals).
Problem 3. Find the smallest positive root of x2 — loge x — 12 = 0 by Regula falsi method.
Solution. Let

f(x) = x?—logex—12

f(3) 9-1.0986 — 12 = —4.0986
f(4) = 16-1.3863 - 12 =2.6137.
.. The root lies between 3 and 4. Leta=3and b = 4.

.. The first approximation to the root is given by

at(b)=bf(a) 3f(4)=bf(3)

fb)-fla)  f(4)-f()

_ 3x2.6137- 4x(-4.0986)
2.6137—(—4.0986)

X

= 3.6106.

Now f (x1) = f (3.6106) = 13.0364 — 1.2839 — 12 = — 0.2474.
We note that f (4) is positive and f (3.6106) is negative.

.. The root lies between 3.6106 and 4. Take a = 3.6106 and b = 4.
.. The second approximation is

. - 36106x 2.6137 - 4x(—0.2474)
e 2.6137+0.2474

= 3.6443.
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Now f (3.6443) = 13.2809 — 1.2932 — 12 = — 0.0123 the root lies between 4 and
3.6443. Hence take a = 3.6443 and b = 4.

.. The third approximation is

3.6443x 2.6137 - 4x(~0.0123)

= 3.6460.
2.6137—(-0.0123)

X =

Now f (3.6460) = 13.2933 — 1.2936 — 12 = — 0.0003 and the root lies between 4 and
3.646. Leta =3.646 and b = 4.

.. The fourth approximation is

.y - 3.646x 2.6137— 4x(-0.0003)
o 2.6137—(-0.0003)

= 3.6461.

Hence the required root is 3.646 (corrected upto 3 decimals).
Problem 4. Find by Regula falsi method the positive root of x? — logio X — 12 = 0.
Solution. Let
f(x) = x?-logiox—12

f(3) = 9-04771-12=-3.4771

f(4) = 16-0.6021 — 12 = 3.3979.
.. The root lies between 3 and 4. Leta=3and b = 4.

.. The first approximation to the root is given by

af(b)-bf(a)
f(b)-f(a)

_ 3x3.3979- 4 (-3.4771) _ 35058

3.3979-3.4771

X =

Now f (X,) = f (3.5058) = (3.5058)? — logo 3.5058 — 12 = — 0.2542.

.. The root lies between 3.5058 and 4.

By taking a = 3.5058 and b = 4 we get the second approximation as
14
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3.5058x 3.3979— 4x(—0.2542)

= 3.5402.
3.3979—(-0.2542)

X, =

Now f (X,) = f (3.5402) = (3.5402)2 — logso 3.5402 — 12 = — 0.016.

The root lies between a = 3.5402 and b = 4.
Hence the third approximation is

. o 35402x33979-4x(-0.016) _,.,,
3 3.3979—(~0.016) o

Now f (X, ) = — 0.0007.

The root lies between a = 3.542 and b = 4.
.. The fourth approximation is

_ 3.5424x 3.3979— 4 (-0.0007)

LX, = = 3.542,
) 3.3979—(-0.0007)

Hence the required root is 3.542.

Exercises
Solve the following equations using Regula Falsi method

1. x3-4x +1=0 which lies between 0 and 1
2. 2x -3sinx =5

15
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Algebaric and Transcendental Equations

Unit 11
2.1Bisection Method (Bolzano method)

Let f (x) be a continuous function defined on [a, b] such that f (a) and f (b) are of opposite
signs. Hence one root of the equation f (x) = 0 lies between a and b. For definiteness we assume
that f (a) < 0 and f (b) > 0. Bisection method is used to find the root between a and b to the
desired approximation as follows.

(i) Letxy= aTer be the first approximation of the required root (x1 is the midpoint of a
and b).

(if) Iff(x1) = 0then X, isaroot of f (x). If not the root lies between aand X, or X; and b

depending on whether f (x1) > 0 or f (xz) <O.

(iii) Bisect the interval in which the root lies and continue the process until the root is
found to the desired accuracy.

Problem 1. Find a real root of the equation x*> — 3x + 1 = 0 lying between 1 and 2 correct to
three places of decimal by using bisection method.

Solution. Letf (x) =x3—3x + 1
Sincef(1)=—1andf (2) =3, f (x) =0 has one root lying between 1 and 2
Leta=21andb=2.

The first approximation is
X, = ——=15.
Now f (1.5) =—0.125. Also f (2) is positive. Hence the root lies between 1.5 and 2. Let
a=1l5andb=2.

.. The second approximation is

X, = a+b: 1.5+2

2 2

=1.75.

Now f (1.75) = 1.1094. Since f (1.5) is negative and f (1.75) is positive the root lies
between 1.5 and 1.75. Leta=1.5and b = 1.75.

16
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.. The third approximation is

X3 = % =1.625

Now f (1.625) = 1.625% — 3 x 1.625 + 1 = 4.2910 — 4.4875 + 1 = 0.4160.
Since f (1.5) is negative and f (1.625) is positive the root lies between 1.5 and 1.625.

This process is repeated and the calculation of the successive approximations is given
in the following table.

i a b x = &b f (xi)
2

1 1 2 X1 =15 -0.125
2 15 2 X2 =1.75 1.1094
3 15 1.75 x3 =1.625 0.8035
4 15 1.1625 X4 =1.5625 0.1272
5 15 1.5625 x5 =1.5313 —0.0032
6 1.5313 1.5625 Xe = 1.5469 0.0609
7 1.5313 1.5469 x7 =1.5391 0.0286
8 1.5313 1.5391 xg = 1.5352 0.0126
9 1.5313 1.5352 Xo = 1.5333 0.0049
10 1.5313 1.5333 X10 = 1.5323 0.0009
11 1.5313 1.5323 X11 = 1.5318 -

We observe that X, = X;;= 1.532 correct to 3 places of decimals.

Hence the required root, correct to three places of decimals is 1.532.
Problem 2. Find a real root of the equation x® — x — 11 = 0 by using bisection method.
Solution. Let f (x) = x3 —x — 11.
f(2)=-5and f (3) =13.

.. One root of f (x) = 0 lies between 2 and 3. Leta =2 and b =3.
17
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a+b

The first approximation is X, = - =25.

Now f (2.5) = 2.125 which is positive and f (2) is negative.

Hence the root lies between 2 and 2.5.

Leta=2andb=25

.. The second approximation is X, =

2+2.5 — 905

Now f (2.25) = — 1.8594 and the root lies between 2.25 and 2.5.

This process is repeated and the calculation of the successive approximations in given

in the following table.

i a b x = 2P f (x)
2
1 2 3 X1=25 2.125
2 2 2.5 X2 =2.25 —1.18594
3 2.25 2.5 X3 =2.375 0.0215
4 2.25 2.375 X4 =2.3125 —0.9460
5 2.3125 2.375 X5 = 2.3438 —0.4684
6 2.3438 2.375 X6 = 2.3594 —0.2252
7 2.3594 2.375 X7 =2.3672 —-0.1023
8 2.3672 2.375 Xxs =2.3711 —0.0405
9 2.3711 2.375 Xg = 2.3731 —0.0087
10 2.3731 2.375 X10 = 2.3741 0.0072
11 2.3731 2.3741 X11 = 2.3736 —0.0008
12 2.3736 2.3741 X12 = 2.3739 0.004
13 2.3736 2.3739 X13 = 2.3738 0.0024
14 2.3736 2.3738 X14 = 2.3737 0.0008
15 2.3736 2.3737 X15 = 2.3737 0.0008
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From the table we see that X,, = X;; = 2.374, correct to three places of decimals and

X;4 = X5 = 2.3737. Hence the value of the root upto three places of decimals in 2.374 and upto

four places of decimals is 2.3737.

2.2 Newton — Raphson method

Let X, be an approximate root of the equation f (x) = 0. Let X; = X, + h be the exact

root where h is very small, positive or negative.
sfE(X)=0. (1)
By Taylor’s series expansion, we have

F(X)=F (X +h)=f (%) + 13, f’(xo)% XY+ oo

Since f (X,) =0 and h is very small h? and higher powers of h can be neglected. Hence
f(%)+hf'(X)=0.

he o f06) g F1(X,) % 0.

(%)

f(X) . . o
Hence X, = x—% is a first approximation to the root.
XO

Similarly starting with X; we get the next approximation to the root given by
X = X=273

In general,

X ., =X — f(X"),nzo,l,z,...

and it is known as Newton — Raphson’s iteration formula or simply Newton Rapson’s
formula.

Lemma: The order of convergence of the Newton Rapson’s method is atleast two

Note. Newton — Raphson method is also referred as the method of tangents.
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Problem 1. Find the first approximation of the root lying between 0 and 1 of the equation
x3+ 3 x — 1 = 0 by Newton-Raphson formula.

Solution. Let f (x) = x3+3 x — 1. Hence f’(x) =3x? + 3.

Given that the root lies between 0 and 1. Take X,=0.

Newton’s formulais X,,; = X, —

(%)

When n = 0, the first approximation is X, = X, — f(x )
1

Now f(X,)=f(0) = -1
f(X,)=f"(0)= 3
X = 0- (%1) =0.3333.

.. The first approximation is 0.3333.

Problem 2. Write Newton — Raphson formula to obtain the cube root of N.

Solution. Let x = ?{/W
= x3=N. Hence x*~N=0.
Let f (x) =x3— N and hence f' (x) = 3x%

The Newton — Raphson formula is

f(x
Xeq = X”_f'((x:)); n=0,1,2......
X -N)
= Xn_ 3 2
Xn

Problem 3. Find the real root x*—3x+1=0 lying between 1 and 2 upto three decimal places
by Newton-Raphson method.

Solution. Let f (x) = x*—3x+1. Hence f'(x) = 3x* -3

f (1) =—1and f(2) = 3. Hence one root lies between 1 and 2.
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Let the initial approximation be X,=1. The Newton-Raphson formula is

= X — f(X”)'n=0, 1,2 ...

TG
o f0)
ST ()

Now f (X,) =f (1) =—1; f'(X,) = (1) = 0.

Since f '(1) = 0. Newton’s approximation formula cannot be applied for the initial

approximation as x = 1. Let us take X,=1.5.

Now f(x,) = f(1.5)=3.375-45+1=-0.125
f'(x)= f'(15)=6.75-3=3.75
X = 1.5—(_3?.'71525j =1.5+0.0333
S X, = 15333
Now, f(X) = (1.5333)°-3x 15333 +1=.0049
and  f'(X) = 3x(1.5333)%>—3=4.053.
Hence x, = xl—% = 1.5333—(040(?54:) =1.5321

Now, f(X,) = f(1.5321)=3.5963 —4.5963+1=0
. X, isaroot of f (x) = 0.

Hence the required root is 1.532 corrected upto 3 decimal places.

Problem 4. Find the real root of xe* — 2 = 0 correct to three places of decimals using
Newton — Raphson method.

Solution. Let f (x) = xe* -2

ST (X) =xef+et =X (x+ 1),
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We note that f (0) = — 2 and f (1) =e — 2 = 2.7183 - 2 = 0.7183.
.. The root lies between 0 and 1

Since the numerical value of f (1) is less than that of f (0) we can take the initial
approximation as X, = 1.

The Newton — Raphson formula is Xn+1 = X, — :(())((”)) ; n=0,1,2......
X, = X. — f (XO)
1 0 ' '
£ (%)
Now, f (X,)=f(1)=0.7183; f' (X,) =f' (1) =2.7183 (1 + 1) = 5.4366
=1- 0.7183 _ 1-0.1321 =0.8679
5.4366

Now, f (x,) =0.0673 and f ' (x,) = 4.4492

0-06;2 = 0.8679 — 0.0151 = 0.8528,

X = X - ff,(&)) =0.8679 -

Now, f(x,) f (0.8528) = 0.8528 x e"¥**~2 = 0008
fr(x,) = e%%x18528 =4.3471

f06) _ o gs08. 00008 aere
f'(x,) 4.3471

Since x, and X; are approximately equal, upto third decimals we can take the required
root as 0.853.

'. X3:X2_

The three iterations are given in the following table

vl | )| P) | ((XX)) - ((XX)) -
0 1 0.7183 5.4366 0.1321 0.8679 X,
1 0.8679 0.0673 4.4492 0.0151 0.8528 X,
2 0.8528 0.0008 4.3470 0.0002 0.8526 X3

Problem 5. Evaluate /12 to four places of decimals by Newton-Raphson Method.
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Solution. Let x = 12

. X*=12. Hence X’ -12=0.
Let f (x) = X°=12. Hence f'(x)=2x.

Wenote f (3)=—3and f (4) = 4.

.. The root lies between 3 and 4.

Since the numerical value of f (3) is less than that of f (4) we take the initial

approximation as X, = 3.

The Newton — Raphson formula is Xn+1 = X, — f (X”)
£ (x,)
ALY
SR

Now, f(X,)=f(3)=9-12=-3; f'(xo) =f'(3)=6

S = 3—(_—3’) =3+05=35
6

Now, f(x1) = f(3.5) = 12.25-12=0.25
fr(x0) = f'(3.5)= 7.
X, = Xl—f'(—xl) =35- (%j: 3.4643.
f*(x) 7
Now, f(x2) = f(3.4643)=12.0014 — 12 = .0014
f'(x)) = f'(3.4643) =2 x 3.4643 =6.9286

Xy = X — (%) _ 34603 [Mj: 3.4641.
f'(x,) 6.9286

.. The required root is 3.4641 to 4 places of decimals.

Problem 6. Using Newton-Raphson iterative method find the real root xlogio X = 1.2 correct to

four decimal places.

Manonmaiam Sundaranar University, Directorate of Distance & Continuing Education, Tirunelveli.



Solution. Let f (x) = xlogio X — 1.2

A (%)

log,, e
x(& +log,, x = log,,e+log,, x
X

0.4343 + logiox
f(1)=-1.2; f(2)=2x0.3010-1.2=0.6020-1.2 =-0.598

f(3)=3x04771-1.2=1.4313-1.2=0.2313

.. One root lies between 2 and 3. Let the initial approximation be X,=2.

Newton — Raphson formulais X, = X, — ff(())((”)) ; n=0,1,2...
When n = 0 the first approximation is
1 0 ' '
(%)

Now, f(X,) = f(2) = 0.6020-1.2=—0.598

fr (%)= f'(2) = 0.4343+0.3010 = 0.7353
X, = 2 (C05%) ;. 6813328133
0.7353

The second approximation is

t =% 10 5 g1 f28133)
£ (x) f'(2.8133)

Now, f(2.8133) = 2.8133 x 0.4492 — 1.2 = 1.2637 — 1.2 = 0.0637
f'(2.8133)= 0.4343 + 0.4492 = 0.8835

X,= 2.8133 - (M) =2.8133-0.0721=2.7412
0.8835

The third approximation is

vymx,—10) g 749, f(27412)
f'(x,) f'(2.7412)

Now, f(2.7412) =2.7412 x 0.4379 -1.2
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=1.2004 - 1.2 =.0004

f'(2.7412)= 0.4343 + 0.4379 = 0.8722

.0004

L Xg= 2.7412 - =2.7412 - 0.0005 = 2.7407
0.8722

. X, ®X;=2.741 (correct to 3 decimal places)

.. The required root is 2.741.

Problem 7. Find by Newton-Raphson method correct to 4 places of decimals the root between
0 and 1 of the equation 3x —cos x—1 =0.

Solution: Let f (x) = 3x — cos x — 1. Hence f (X): 3+sinx.
Now f (0) = -2; f (1) =3 -0.5403 — 1= 1.4597.

Since the numerical value of f (1) is less than that of f (0) we can take the initial approximation

as X, =1.
The Newton-Raphson formula is

—LX”)' =0,1,2,.....

sy )
")
f(x,)= f(1)=1.4597; f'(x,)= f'(1)=3+0.8415=3.8415
. %,=0.62- 20401 _ 46071
3.581

The third approximation is

Now, f(x,)= f(0.6071)=0; f'(x,)= f'(0.6071)=3.5705
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Xy = 0.6071—(—
35705

Since X;and X,are equal upto 4 decimal places the required root is 0.6071.

Exercise
1.Find the positive root of each of the following equations using Newton Raphson method

(i) xsinx +cosx = 0
(i) 2x*-3x-6=0
(iii)x* +x-10=0

2.3 Horner’s method

Horner’s method is the most convenient way of finding approximate values of the
irrational roots of the equation f (x) = 0 where f (x) is a any polynomial. The root is calculated
in decimal form and the figures of the decimal are obtained in succession. We describe below
the steps to be followed.

Step 1. Consider the equation f (x) = 0. Suppose this has a single root o in the interval
(a, a+ 1) where a is a positive inter. Then a can be located by using the condition that f (a) and
f (a + 1) are of opposite signs.

Step I1. Suppose the exact value of the root is a.aa, ...... Diminish the roots of f (x) = 0 by a.

Then we get the transformed equation f,(x)=0 having O.aa, ...... as a root.
Step 111. Multiply the roots of f,(x)=0by 10 and we obtain the transformed equation

f,(x)=0 having & 8,8, ...... as a root.

Step IV. By inspection we locate the root by finding two consecutive integers b and b + 1 such

that f2 (b) and f2 (b + 1) are of opposite signs. Then b = a, is the first decimal in the root

making a.a, as the first approximation of the root.

Repeat this process (Step | to IV) as many times as needed to get the roots of f (x) = 0

to any desired number of decimal places.

Problem 1. Show that the equation x* — 3x + 1 = 0 has a root between 1 and 2 and calculate it

to three decimal places by Horner’s method.

Solution. Step 1. Let f (x) =x®—-3x + 1
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We note, f (1) =—1andf (2) =3
.. One root lies between 1 and 2.
Let the root be 1aa, ......

Step 2. Diminish the root of f (x) =0 by 1

1 1 0 -3 1
1 1 =2
1 1 -2 | -1
1 2
1 2 0
1
1 | 3

~. The transformed equation is f,(x) = x® + 3x? — 1 and fi(x) = 0 has 0.aa, ...... as a

root.

Step 3. Multiplying the roots of the equation fi(x) = 0 by 10 we get the transformed equation

as
f, (x) = X% + 30x2 — 1000 = 0.

Which has a root & .a,a;......

Step 4. We note that f (5) =— 125 <0 and f> (6) = 296 > 0.

.. Hence a, =5 and upto first approximation the root is 1.5.
Step 5. Diminish the roots of f2 (x) = 0 by 5.

5 1 30 0 — 1000
5 175 875
1 35 175 | - 125

5 200
1 40 375
5
1 45

.. The transformed equation is
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e
f3 (x) =3 + 45x% + 375x — 125.

Step 6. Multiplying the roots of f3 (x) = 0 by 10 and we get

f4 (X) = x® + 450x + 37500x — 125000 = 0.
and now the root is @,.a,a,......
Step 7.4 (3) =—8423<0; f4(4)=32264>0

. a, = 3 and upto second approximation of the root is 1.53

Step 8. Diminish the roots of f,(X) =0 by 3

3 1 450 37500 — 125000
3 1359 116577
1 453 38859 — 8423
3 1368
1 456 40227
3
1 459

.. The transformed equation is

fo(X) = x® + 459x2 + 40227 — 8423,
Step 9. Multiplying the roots of f5(x) =0 by 10 and we get
f,(x) = x3 + 4590%2 + 4022700x — 8423000

and now the root is a;.8,8s......

Step 10.

8423000
4022700

2.09309.

QD
%)
|

(Neglecting higher powers x)

.. 85 = 2 and hence upto the third approximation the root is 1.532.
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Problem 2. Find the positive root of x3- x - 3= 0 correct to two places of decimal places by

Horner’s method.

Solution. Step 1. Letf (x) =x3—x -3
We note, f (1) =—3<0 and f (2) =3>0
.. One root lies between 1 and 2.

Let the root be 1aa, ......

Step 2. Diminish the root of f (x) =0 by 1

1 1 0 -1 3
1 1 0
1 1 0 | -3
1 2
1 2 2
1
1 | 3

~. The transformed equation is f,(x) =x3+ 3x*+2x-3=0and it has 0.aa,...... as a

root.

Step 3. Multiplying the roots of the equation f1(x) = 0 by 10 we get the transformed equation
as

f2 (x) = x3 + 30x% +200x — 3000 = 0.
Which has a root & .a,a;......

Step 4. We note that f» (6) =— 504 <0 and f, (7) =213 > 0.

.. Hence a, = 6 and upto first approximation the root is 1.6.

Step V. Diminish the roots of f, (x) = 0 by 6.

6 1 30 200 —3000
6 216 2496

1 36 416 | —504
6 252
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.. The transformed equation is
f3 (X) = x3 + 48x% + 668x — 504.
Step 6. Multiplying the roots of f3 (x) = 0 by 10 and we get
fa (x) = x® + 480x? + 66800x — 504000 = 0.
and now the root is @,.a;a,......
Step 7. f4 (7) = — 12537< 0; f4 (4) = 61632>0

. a, =7 and upto second approximation of the root is 1.67

Step 8. Diminish the roots of f,(x) =0by7

7 1 480 66800 — 504000
7 3409 491463
1 487 70209 — 12537
7 1368
1 494 73667
7
1 501

.. The transformed equation is

fo(x) = x® + 501x2 + 73667x — 12537.
Step 9. Multiplying the roots of f5(x) =0 by 10 and we get

fs(X) = %3 + 5010x2 + 7366700x — 12537000
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and now the root is a;.8,as......
Step 10.

_ (— 12537000

Neglecting higher powers x
7366700) (Neg g higherp )

= 1.70.

". @3 = 1 and hence upto the third approximation the root is 1.671 and correct to 2 places of
decimals, it is 1.67.

Exercises

1. Find by Horner’s method the root of the equation x3 — 4x? +5 = 0 which lies between
1 and 2 to 2 places of decimals.

2. Find by Horner’s method the root of the equation x3 +3x - 1 =0 correct to 2 places
of decimals.

3. Find the negative root of x3 — x2 + 12x + 24 =0 correct to 2 places of decimals by
using Horner’s Method.
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Simultaneous Equations

Unit 11
3. Introduction

A system of m linear equation in n unknowns X,X,,...,X, is given by
A X +aX, +... +aX, = b

821X1+8.22X2+...+82nxn = bz

a X +a X +...+a X b

m

This set of equations can be written in the matrix form A X =B

where
ail a12 ain Xl bl
a a a X
A - 21 22 2n , X - .2 : B — 2
a‘ml amz amn Xn bn

The m x n matrix A is called the coefficient matrix.

The m x (n + 1) matrix given by

&y &y &, b,
A Ay &

n

(A, B)=

a b

m2 mn n

a a

ml
is called the augmented matrix of the system.
3.1 Back Substitution

Consider a system of simultaneous linear equations given by AX = B where A is an
n x n coefficient matrix.

Suppose the matrix A is upper triangular.
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a, 4, 3 - 9,
0 Ay Qyz Ay,
Let A=| 0 0 a, - a,
0 0 O a,,

Then the given system takes the form

a, a, a, Xy b].
0 a,, ay, X, bz

0 0 ag- a,, X, | = | by

0 0 0 a, ) \x, b,

(ie) a X +a,X,+...+a, X, = Db
A%+ ... +a, X, = b,

an—ln—an—l +.o..t an—lxn = bn—l

anan = bn

n

From the last equation we get X, =

nn

Proceeding like this we can find all X; ’s. This procedure is known as back substitution.

Similarly considering lower triangular matrix

a, 0 O 0

A _ a, a, 0 0

a, a, - - a,
the given system takes the form
a,X, = b
& X +tayX, = b
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a X, +-+a X, = b

From the first equation we get X, =

b

Proceeding like this we can find all X;’s. This procedure is known as forward

substitution.
3.2 Gauss Elimination Method

Gauss elimination method is a direct method which consists of transforming the given
system of simultaneous equations to an equivalent upper triangular system.

The row operation

RoR,-BKR i=zk+1,k+2,...n
a'kk

will make all the entries &, @, ---ay in the k™ column zero.

Hence the given system of equations is reduced to the form UX = D where U is an upper
triangular matrix. The required solution can be obtained by the method of back substitution.

Problem 1 Solve the equations x +y = 2 and 2x + 3y = 5 by Gauss elimination method.

Solution: The given set of equations can be written as

2 o)

The augmented matrix is

“o<fz3]

We note a,, =1=0is the pivot. The first equation is the pivot equation and —Gj is the

multiplier for the second equation.

(A1B)~[1 1 ‘ 2] R >R

01| 1/R,>R,-2R

. (1 1Y [(x) 2
The given set of equation is =
0 1)\y) 1
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~Xx+y=2andy=1.

By back substitution we gety =1 and x = 1.

Problem 2. Solve the following system of equations using Gaussian elimination method

X+y+z =9
2x—-3y+4z = 13
3X+4y+5z = 40

Solution. The given set of equations can be written as

1 1 1 X 9
-3 4] |y| = |13
3 4 5 z 40
1 1 1 9
The augmented matrix is (A,B)=|2 -3 4 13
3 4 5 40
11 9
(A,B) ~ 0 5 2 -5| R,»R,-2R,
01 2 13 R, —>R,—-3R,
1 1 1 9
~ 0 -5 2 -5
12
00 - B| R,oR,+ % R,

.. The given system of equation reduces to the system

Bz = 12

5
-5y+2z = -5
andx+y+z = 9

Now by back substitution we obtain the solutionx=1;y=3;z=5.
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Exercises
Solve the following system of equations by Gauss Elimination Method

1. 2x+3y=5; 3x-y=2
2. X—y+z=1;, -3x+2y—-32=-6; 2x—-5y+4z=5

3.3 Gauss-Jordan Elimination Method
Consider the system of equations AX = B

If Ais a diagonal matrix the given system reduces to

a, O 0 X by
0 ay 0 X, | _ | b
0 O a,, ) X, b,

The system reduces to the following n equations

aX =b; a,X, = by a,Xx, =by;

L b b
Hence we get the solution directly as X, =—; X,=—% ... X,=—"
all a'22 a

The method of obtaining the solution of the system of equation by reducing the matrix
A to a diagonal matrix is known as Gauss-Jordan elimination method.

Problem 3: Solve the following equations by Gauss Jordan method.

X+y=2
2x+3y =5
. . 11 2
Solution: The augmented matrix is (A, B) = » 3 c
10 2
(A, B) ~ (0 1 ‘ 1] R, >R, —-2R,
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Lx=1Ly=1.

Problem 4. Solve the following system of equations by Gauss Jordan method:

X+y+z = 9
2x—-3y+4z = 13
3x+4y+5z = 40
1 1 1 9
Solution. The augmented matrix is (A,B)=|2 -3 4 13
3 4 5 40
1 1 1 9
(AABy ~ |0 -5 2 | -5| R,»R,+(-2)R,
0 1 2| 13) R,—R,+(-3)R
1 0 % 8
~ -5 2 -5 R1—>R1+1R2
12 5
0 — 12 1
5 R;,>R;+=R,
5
1 0 O 8 .
~ 0 -5 0 -15 R->R+-——|R;
12 12
0 0 — 12 10
5 R2—>R2+(—?jR3
.. The given system reduces to
1 0 0] (x 1
0 -5 0||y| =]-15
0 O 12 z 12
5
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sLx=1 -5y =-15;

Hencex=1; y=3; z=5.

Exercises

Solve the following system of equations by Gauss Jordan Method

1. 10x+y+z=12; 2x+10y+z=13; x+y+5z=7
2. 8x-3y+22=20; 2x+y+4z=12; 4x+11ly-z=33

3.4 Calculation of inverse of a matrix

X1 X o X,
Let X = Xp1 Xy 0 Xy,
Xqp X o Xy,

be the inverse of A.
.. AX =1 where | is the unit matrix of order n.

- AX =1 gives

A, Q, -, X1 X
ay, 3, Ay,

ady a, - a X1 Xn2

Xin 0 0
Xon | _ 1 0
X 0 0O 1

This equation is equivalent to the following n system of simultaneous equations

a, a4, - q, Xi1
ay, 3, Ay, X51

ay &, - a Xn1

a'll a12 a:Ln X12

anl a‘nz e a
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and

a, a, a, ) (%, 0
aZl a22 a2n X2n — O
anl a‘nz a‘nn Xnn 1

Each of the system of the above n systems of equations can be solved by Gauss
elimination method or Gauss Jordan method.

Problem 5. Find the inverse of the matrix A = using Gaussian method.

= W N
A N P
O W

Xll X12 X13
Solution. Let X = | X,;, X,, X, | be the inverse of A.

X31 X32 X33
. AX = Izwhere I3 is the 3 x 3 identity matrix.

The augmented system <A can be written as

1 100
A = 3 010
9 0 0 1
1% 13 3
1
~ - 2 -2 R, >R, ->R
2 2 2 272 gt
0ZE —101 R3—>R3—ER3
2 2 2 2
2 1 1 1 0 0
~log 1l 3 3 1 0
2 2 2
0 0 -2 10 -7 1) R;—>R;-T7R,

The equation AX = Iz is equivalent to the following three systems
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1 1) (x,
1 3
E E Xa1 (D)
0 0 -2\ X
L[
E E X22 . (2)
0 0 -2)\ X
2 % % X3 0
0 E E Xo3 | = 0 .. (3)
0 0 -2)(X; 1
From (1) we get
22X+ Xyt % = 1
1 3 _ 3
E Xp2 + E X0 = — E
-2%X,;, = 10.
By backward substitution we get
X3 =—9; X, =12; X, =—3 .. (4)
From (2) we get
X3+ XpgtXyy = 0
1 3
E X23 + E X33 = 1
— 2%y, = -7
By backward substitution we get
7 -17 5
XSZZE; XzzzT; X1225 . (9)

From (3) we get
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22X, + X+ X, = 0

1 3 _
§x22+5x31 = 0

-2%X; = 1

By backward substitution we get

3.
—51 Xg=—~

Exercises

Find by Gaussian Elimination the inverse of the matrix

2 -1 1
1. A=|-15 6 -5
5 -2 2
2 2 -3
2. A=|-3 2 2
2 -3 2

.. (6)

Manonmaiam Sundaranar University, Directorate of Distance & Continuing Education, Tirunelveli.



S g

Simultaneous Equations

Unit IV

4.1 Iterative methods-Gauss Jacobi iteration method

Definition: An n x n matrix A is said to be diagonally dominant if the absolute value of each
leading element is greater than or equal to the sum of the absolute values of the remaining

elements in that row.

For example
10 -5 -2
A=l4 -10 3
1 6 10

is a diagonally dominant matrix a

2 3 -1
B=|5 8 -4
11 1

is not a diagonally dominant matrix.

Problem 1: Check whether the system of equations

X+6y-2z=5
4x+y+z7 =6
-3X+y+72=5

is a diagonal system. If not make it a diagonal system.

Solution: The coefficient matrix

1 6 -2
A= 4 1 1
-3 1 7

is not diagonally dominant as such. However effecting the operations C, <> C, (inter changing

column one and two) we get
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6 1 -2
A~i1 4 1
1 -3 7
which is a diagonally dominant matrix and the system is a diagonal system.

The system of equations can be written as

6 1 -2Yy) (5
1 4 1 |x|=|6
1 -3 7 )\z) (5

Problem 2: Is the system of equations diagonally dominant? If not make it diagonally
dominant.

3x + 9y - 2z = 10; 4x +2y+13z=19; 4x-2y+z=3

Solution: Consider the coefficient matrix

3 9 -2
A=4 2 13
4 -2 1

Obviously A is not diagonally dominant as it is.

4 2 13
Now, A~|3 9 -2|R,<R
4 -2 1
13 2 4
~|-2 9 3|C,oC
1 -2 4

This is a diagonally dominant matrix and the system of equations can be written as

13 2 4)\(x 19

-2 9 3||yl|=|10

1 -2 4)\z 3
Exercises

Check whether the following system of equations is a diagonal system. If not make it a
diagonal system by rearranging the equations

43

Manonmaiam Sundaranar University, Directorate of Distance & Continuing Education, Tirunelveli.



1. x+5y-z=10; x+y+82=20; 4x+2y+z=14
2. 2X-y+2=2; X+y+3z=5;, x+y+2z=3

4.2 Gauss Jacobi iteration method

Consider the system of equations
A% +8pXy +oo o A X, =6

Ay X T 8,,X; +-0-+ 3y, X, =G,

anlxl + an2X2 oot a'nan = Cn

We assume that the coefficient matrix of this system is diagonally dominant. The above
equations can be rewritten as

1
Xl:_(Cl_a12x2_a13x3_”'_a1nxn) .. (D)
Cel
1
Xz:_(Cz_azlxl_azsxs_"'_aznxn) ... (2)
8z
1
X :_(Cn —ay X, — X, _"'_an,n—lxn—l) ... (n)

nn

We start with the initial values for the variables XX, X;, Xt be X\, x{? x{?).- x(

n

Using these values in (1), (2),...., (n) respectively we get Xl(l) , Xgl) --,X(l)

!’. n '

Putting X, = Xl(l), X, = Xgl)] v X, = Xr(f)in (1), (2), ..., (n) respectively we get the next

approximation X%, x% -+ ,x?

n

In the general if the values of X.,X,,-+,X, in the r'" iteration are x{”,ng{,---,xﬁ” then

+ 1 r r r
X ”=g[01—a12x1( - a) - —a, ]

1
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r+1) _

1 r r
— [Cz - alel( ) - a23X£ ) -
22

X

X(r+1)

n

:i[cn _anler) _anZXg) — =4 X(r)]

n,n-1"n
nn

Problem 3. Solve the following equations using Jacobi’s iteration method.

3x + 4y + 15z = 54.8; X + 12y + 3z = 39.66;

Solution: Coefficient matrix of the given system of equations is

3 4 15
A=|1 12 3
10 1 -2

We note that A is not diagonally dominant.

10 1 -2
Also A~|'1 12 3 R, <R,
3 4 15

which is diagonally dominant.
The given system becomes 10x+y-2z = 7.74
X+ 12y + 3z = 39.66

3x+4y + 152 =54.8

From (1), (2), (3) we get k= c[174-y+27]
y= i[39.66—x—3z]
12

1
z= —|54.8-3x-4
5l y]
(6)
First iteration. Let the initial value be X, =Yy, =2,=0

x1:%[7.74] = 0774

10x+y-2z=7.74.

. (1)
o)
.. (3)

.. (4)

.. (5)
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=
I
w
©
o
>

M
I

z, = 1 [54.8] = 3.6533
15
Second iteration
1 1
X, =—(7.74-y,+22) = —(7.74-3.305+7.3066) = 1.1742
10 10
1 1
y2=E(39.66—x1—3z1) = E(39.66—0.774—10.9599) = 2.3272
1 1
z,=—(54.8-3x,—4y,) = —(54.8-2.322-13.22) = 2.6172
15 15
Third iteration
1 1
X, =—(7.74—y,+22,) = —(7.74-2.3272+5.2344) = 1.0647
10 10
1 1
y, =—(39.66—x,—3z,) = —(39.66-1.1742-7.8516) = 2.5529
12 12
1 1
z,=-—(54.8-3x,-4y,) = —(54.8-3.5226-9.3088) = 2.7979
15 15
Fourth iteration
1 1
X,=—(7.74-y,+2z,) = —(7.74-25529+5.5958) = 1.0783
10 10
1 1
y4:E(39.66—x3—323) = E(39.66—1.0647—8.3937) = 2.5168
1 1
24:E(54.8—3x3—4y3) = E(54.8—3.1941—10.2116) = 275%
Fifth iteration
1 1
X =—(7.74-y,+22,) = —(7.74-25168+55192) = 1.0742
10 10
1 1
y5=E(39.66—x4—3z4) = E(39.66—1.0783—8.2788) = 2.5252
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1 1

z,=-—(54.8-3x,-4y,) = —(54.8-3.2349-10.0672) = 2.7665

15 15
Sixth iteration

1 1

X =—(7.74—y, +22,) = —(7.74-2.5252+5533) = 1.0748
10 10
1 1

Yo =—(39.66—x, —3z,) = —(39.66-1.0742-8.2995) = 2.5239
12 12
1 1

z,=—(54.8-3x, —4y,) = —(54.8-3.2226-10.1008) = 2.7651
15 15

Seventh iteration

1 1

X, =—(7.74—y, +2z,) = —(7.74-25239+55302) = 1.0746
10 10
1 1

y7=ﬁ(39.66—x6—3z6) = E(39.66—1.0748—8.2953) = 2.5242
1 1

27:E(54.8—3x6—4y6) = E(54.8—3.2244—10.0956) = 2.7653

After 7 iterations the difference in 6" and 7" iterations is very negligible.

Hence the solution of the system is given by x = 1.075; y = 2.524; z = 2.765 correct to
three places of decimals.

Exercises

Solve the following system of equations by Gauss Jacobi iteration Method

1. 27x+6y-z=85; 6x+15y+2z2=72; x+y+54z=110
2. X+17y-2z2=48; 2x +2y + 18z =30; 30x - 2y + 3z =48

4.3 Gauss-Seidel iteration method

Gauss-Seidel iteration method is a refinement of Gauss-Jacobi method. As in the Jacobi
iteration method let

1
Xlz_(cl_auxz_a13x3_"'_a1nxn) )

1
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e

1
Xn:_(cn — a8 X, — ;5% _"'_an,n—lxn—l) (n)

nn

We start with the initial values x*,x* ---,x”’and we get from (1)

1
Xi(l) = g [Cl - a12xgo) - a13xgo) T ainxﬁo)]

1

In the second equation we use x® for x, and x”for x,etc and x”for x. .

(In the Jacobi method were we use xl(o) for X;). Thus we get

1
T R

22

Proceeding like this we find the first iteration values as

In general if the values of the variables in the r'" iteration are X", x{") --- x" then the values in

the (r +1)" iteration are given by

I+ 1 r r r
XM=, - a,x —a,x) - —a, X

1

e 1 r+ r r
X = = [c, —a, X" —a X —...—a, x"]
a22
Xr(1r+1) = i [Cn - a'nlx.g_Hl) B an2x2(3r+l) -t an,n—lxr(:—;l):l

a

nn

Problem 1: Solve 2x+y = 3; 2x+ 3y = 5 by Gauss Seidel iteration method.

2 1
Solution: Clearly the coefficient matrix (2 3} is diagonally dominant and hence Gauss
Seidel iteration method can be applied.
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The given equations can be written as

Loy

y=56-20 e @

Puttingy =0in (1) we getx =15

Using x = 1.5in (2) we get y = 0.6667

Putting y = 0.6667 in (1) we get x = 1.1667

Putting x = 1.1667 in (2) we get y =0.8889

Putting y =0.8889 in (1) we get x = 1.0556

Putting x = 1.0556 in (2) we get y = 0.9629

Putting y = 0.9629 in (1) we get x = 1.0186

Putting x = 1.0186 in (2) we get y = 0.9876

Putting y = 0.9876 in (1) we get x = 1.0062

Putting x = 1.0062 in (2) we get y = 0.9959

Using y = 0.9959 in (1) we get x = 1.0021

Using x = 1.0021 in (2) we get y = 0.9986

Using y = 0.9986 in (1) we get x = 1.0007

Putting x = 1.0007 in (2) we get y = 0.9995

Putting y = 0.9995 in (1) we get x = 1.0001

Putting x = 1.0001 in (2) we get y = 0.9999

Usingy =0.9999 in (1) we getx =1
Usingx=1in(2)wegety=1

Hence x =1, y = 1 is the solution of the two equations.
Note: The above iterations can be simply carried out and exhibited in the following tabular

form.

49

Manonmaiam Sundaranar University, Directorate of Distance & Continuing Education, Tirunelveli.



Iteration | Start 1 2 3 4 5 6 7 8 91 10

X -- 15 | 1.6667 | 1.0556 | 1.0186 | 1.0062 | 1.0021 | 1.0007 | 1.0001 |1 | 1

y 0 |0.6667 | 0.8889 | 0.9629 | 0.9876 | 0.9959 | 0.9986 | 0.9995 | 0.9999 | 1| 1

Problem 2. Solve the following system of equation using Gauss Seidel iteration method.
6x + 15y +22=72; x+y+54z=110; 27x+6y-2=285

Solution: Coefficient matrix of the given system of equation is

6 15 2
A=1 1 54
27 6 -1

We note that A is not diagonally dominant.

However it can be made diagonally dominant by changing the rows as

27 6 -1
A= 6 15 2
1 1 54

Hence the corresponding system of equation is
27x+6y-z=85
6x + 15y + 22 =72
X+y+54z=110

The above system of equations can be rewritten as

= i _
X = 27(85 6y+z) .. (D)
y= —1 (72—6x—22) (2
15
Z= —1 (10——x—y) 3
54
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First iteration
. , 85
Puttingy =0and z=0in (1) we get x :E =3.1481
Putting x = 3.1481 and z = 0 in (2) we get
1
y = —[72-6x3.1481]=3.5408
15
Putting x = 3.1481 and y = 3.5408 in (3) we get
z= 51—4[110—3.1481—3.5408]: 1.9132

Second iteration

Putting y = 3.5408 and z = 1.9132 in (1) we get
X = 2—17[85—6><3.5408+1.9132]: 2.4322
Putting x = 2.4322 and z = 1.9132 in (2) we get
y= %[72—6>< 24322 -2x1.9132]= 3.572
Putting x = 2.4322 and y = 3.572 in (3) we get

z= 5—14 [110-2.4322 -3.572]= 1.9258

Third iteration

Puttingy = 3.572 and z = 1.9258 in (1) we get

X = 2—17 [85-6x3.572+1.9258] = 2.4257
Putting x = 2.4257 and z = 1.9258 in (2) we get

y= %[72—6>< 2.4257 - 2x1.9258] = 3.5729
Putting x = 2.4257 and y = 3.5729 in (3) we get

z= 5—14[110— 2.4257 —3.5729]= 1.926.
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Fourth iteration

Puttingy = 3.5729 and z = 1.926 in (1) we get

X = 2—17[85—6><3.5729 +1.926] = 2.4255

Putting x = 2.4255 and z = 1.926 in (2) we get

y= %[YZ—BX 2.4255-2x1.926) = 3.573

Putting x = 2.4255 and y = 3.573 in (3) we get

7= —
o4

The values of X, y, z in the third and fourth iteration are almost equal.

.. The roots of the system are x = 2.4255; y = 3.573 and z = 1.926.

[110-2.4255-3.573]= 1.926.

Note: The above iterations can be simply carried out and shown in the following tabular form.

Iteration Initial VValue 1 2 3 4 5
X - 3.1481 2.4322 2.4257 2.4255 2.4255
y 0 3.5408 | 3.5720 3.5729 3.5730 3.5730
z 0 1.9132 1.9258 1.9260 1.9260 1.9260

Problem 3: Solve the following system of equations using Gauss Seidel iteration method.

10x+2y+z=9

X+ 10y —z =-22

-2x + 3y + 10z = 22.

Solution: Clearly the given system of equations is diagonally dominant. Hence it can be solved
by Gauss-Seidel iteration method.

The given system of equations can be written as

1
= —(9-2y-
X 10( y-2)
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First iteration
Puttingy=0andz=0in (1) we getx=0.9
Puttingx =0.9and z =0 in (2) we get
y= i(—zz—o.g): -2.29
10
Putting x = 0.9 and y = -2.29 in (3) we get

z= %(22+ 2x0.9-3(-2.29))= 3.067

Second iteration

Puttingy =-2.29 and z = 3.067 in (1) we get

X = %[9 —2(-2.29)-3.067]=1.0513
Putting x = 1.0513 and z = 3.067 in (2) we get

y= %(— 22-1.0513+3.067)= -1.9984.
Putting x = 1.0513 and y = -1.9984 in (3) we get

z= %[22 +2x1.0513-3(~1.9984)]= 3.0098.

Third iteration

Putting y =-1.9984 and z = 3.0098 in (1) we get
z= %[9— 2(~1.9984)—3.0098]= 0.9987

Putting x = 0.9987 and z = 3.0098 in (2) we get
y = %[— 22-0.9987 +3.0098] = -1.9989

Putting x = 0.9987 and y = -1.9989 in (3) we get

z= %[22 +2x0.9987 —3(-~1.9989)]= 2.9994
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Fourth iteration

Puttingy =-1.9989 and z = 2.9994 in (1) we get
X = %[9— 2(~1.9989)-2.9994] = 0.9998

Putting x = 0.9998 and z = 2.9994 in (2) we get

y= %[— 22 —-0.9998 + 2.9994]= -2

Putting x = 0.9998 and y = -2 in (3) we get

z= %[22+2><O.9998—3(— 2)]=3.

Proceeding like this in the next iteration we get
x=1y=-2andz=3.

-. Therootsarex=1,y=-2and z = 3.

Problem 4. Solve the following system of equations by

(i) Gauss-Seidel method (i1) Gauss-Jacobi method

28X + 4y - 2 = 32; X+ 3y + 10z = 24, 2x + 17y + 4z = 35.

28 4 -1
Solution: The coefficient matrix of the systemis A=| 1 3 10 |. We find that A is not
2 17 4

diagonally dominant. However

28 4 -1
A~|2 17 4 |R &Ry
1 3 10

which is diagonally dominant.

Hence the given equations become

28x+4y-z=32 - Q)
2x+17y+4z=35 - (2
x+3y+10z=24 = - 3)

54

Manonmaiam Sundaranar University, Directorate of Distance & Continuing Education, Tirunelveli.



From (1), (2) and (3) we have

IV
X = 28[32 4y +1] @)
y= i[35—2X—4z] ------ (5)
17
z= i[24—x—3y] ------ (6)
10

(1) Gauss-Seidel Method

First iteration

Puty=0andz=0in (4) we get y :%[32]:1.1429
Put x = 1.1429; z =0 in (5) we get X =%[35—2.2858]=1.9244

Put x = 1.1429; y = 1.9244 in (6) then z :%[24—1.1429—5.7732]:1.7084

After first iteration we have x = 1.1429, y = 1.9244, z = 1.7084

Second iteration

Puty =1.9244 and z = 1.7084 in (4); X= 2%[32—7.6976 +1.7084]=0.9290

Put x = 0.9290; and z = 1.7084 in (5); y = %[35—1.858—6.8336]=1.5476

Put x = 0.929; and y = 1.5476 in (6) z :%[24— 0.929 - 4.6428]=1.8428

After second iteration we have x = 0.929, y = 1.5476, z = 1.8428.

Third iteration

Puty =1.5476 and z = 1.8428 in (4); X= 2%[32—6.1904+1.8428]= 0.9876

Put x = 0.9876 and z = 1.8428 in (5); Y =%[35—1.9752—7.3712]=1.5090
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Put x = 0.9876 and y = 1.5090 in (6); z =%[24—0.9876—4.527]:1.8485

After third iteration we have x = 0.9876, y = 1.9426, z = 1.7155.

Fourth iteration

Puty = 1.5090 and z = 1.8485 in (4); x = %[32 —6.036+1.885]=0.9933
Put x = 0.9933 and z = 1.8485 in (5); y = %[35—1.9866—7.394]=1.5070

Put x = 0.9933 and y = 1.507 in (6); z :%[24—0.9266—4.521]=1.8486

After fourth iteration we have x = 0.9933, y = 1.5070, z = 1.8486.

Fifth iteration

Puty = 1.5070 and z = 1.8486 in (4); X = zig [32-6.028+1.8486] = 0.9936
Put x = 0.9936 and z = 1.8486 in (5); Y :%[35—1.9872—7.3944]:1.5070

Put x =0.9936 and y = 1.5070 in (6); z :%[24—0.9936—4.521]=1.8485

After fifth iteration we have x = 0.9936, y = 1.5070, z = 1.8485.
Fourth and fifth iterations give almost the same values.
Hence x = 0.9936, y = 1.5070, z = 1.8485.
(if) Gauss-Jacobi Method

Gauss Jacobi iteration formula is

e A

r+. 1 r r
y( Y= b_[dz _azx( )_Czy( )]

2

r+. l r r
y'= C—[ds —ax"—cyy"]
3
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First iteration. Let the initial values be x

Putx=y=z=0in (4) we get

x1:2—§=1.429; ylzf—?:2.0588; Z —ﬁ:2.4

Second iteration

X, = 2—18[32—4y1 + zl]=%[32—8.2352+2.4]= 0.9345

1 1
= —[35-2x, —4z,|=—[32-2.2858-9.6]=1.
Y, 17[35 X, — 47, T [3 858—9.6]= 1.3597

Z,= %[24— X, —3y1]:%[24—1.1429—6.1764]: 1.16681

Third iteration

X, = 2i8[32—4y2 + zz]:zig[32—5.4388+1.6681]: 1.0082

1 1
Y, = E[35—2x2 —422]=E[35—1.869—6.6724]: 1.5564

z,= %[24—x2 —3y2]:%[24—0.9345—4.0791]: 1.8986

Fourth iteration

X, = 2i8[32—4y3 + zs]:2i8[32—6.2256 +1.8986]= 0.9883

1 1

Y,= E[35—2x3 —423]:ﬁ[35—2.0164—7.5944]: 1.4935
Z,= i[24—x -3y ]:i[24—1.0082—4.6692]= 1.8323
t 10 P10

Fifth iteration

X = %[32—4y4 + 24]:%[32—5.974 +1.8323]= 0.9949
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1
Y, = E[35—2x4—4z4] 17[32 1.9766—

1 1

= —[24—x, -3y,]=—[24 - 0.9883 - 4.4805]= 1.8531
T o A ]

Sixth iteration

X = —[32 4y, +25]— [32 6.0456 +1.8531]= 0.9931

%[35—2x5 —425]=%[35—1.9898—7.4124]= 1.5058

2= %[244 3y5]— [24-0.9040-45342]= 18471
Seventh iteration

1 1 _
X, = 28[32 4y, +7,|= 28[32—6.0232+1.8471]_0.9937

y,= %[35—2x _4z,)= 7[35 1.9862 - 7.3884]= 1.5074

= i[24— X —3y6]:i[24—o.9931—4.5174]= 1.8490
10 10
Eighth iteration

X = %[32—4y7 + 27]:%[32—6.0296 +1.8490]= 0.9936

Y, = %[35-2x7 —427]:%[35—1.9874—7.396]= 1.5069
1 1
Z,= _0[24—x7 —3y7]:5[24—0.9937—4.5222]: 1.8484

The values in the seventh and eighth iterations are close to each other.
Hence the solution is given by x =0.9936, y = 1.5069, z = 1.8484

Remark. We observe that in the above problem Gauss-Seidel method gives the answer in five

iterations whereas Gauss Jacobi method gives more or less the same answer only after eight
iterations.
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Exercises
Solve the following system of equations by Gauss Seidel iteration Method
1. 8x-y+z=18; 2x+5y-22=3; x+y-32=-6
2. 8Xx+y+z2=8; 2x+4y+z=4; x+3y+3z=5
4.4 Relaxation Method
We describe this method only for a system of three equations in three unknowns

given by

aXx+by+cz=d,
a,x+hb,y+c,z=d,
aX+by+c,z=d,

We define the residuals

R, =aX+by+cz—-d,
R, = a,x+by+c,z—d, ... (1)
R, = a;x+by+c,z—d,

We observe that for actual solution of the system the residuals become zero.

The relaxation method consists of reducing the values of the residuals as close to zero
as possible by modifying the values of the variables at each stage. For this purpose we give
an operation table from which we can know the changes in R,,R ,R, corresponding to any

change in the values of the variables.

The operation table is given by

Ax|Ay|Az| |AR AR/ AR,

0 0 —a1 | —a2 | —as
1 0 —b1 | —=b2 | —bs
0 1 —C1 —C2 —C3

We note from the equations (1) that if x is increased by 1 (keeping y and z constant)
R, R,,R, decrease by a,a,,a, respectively. This is shown in the above table along with the

effects on the residuals when y and z are given unit increments.

At each step the numerically largest residual is reduced to almost zero. To reduce a
particular residual the value of the corresponding variable is changed. When all the residuals
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are reduced to almost zero the increments in x,
solution

y, Z are added separately to give the desired

X=2ZAX; y=2AYy; =2 A1

Problem 1. Solve the following equations using relaxation method.

5x—-y—-2=3; X +10y — 2z =7, -X-y+10z =8
5 -1 -1

Solution: We note that the coefficient matrix A=| -1 10 -2 |is diagonally dominant and
-1 -1 10

hence relaxation method can be applied. The residuals are given by
R,=5X-y-z-3

R, =—x+10y-2z-7

R, =—x-y+10z-8

Operation Table

Increment
AR, AR, AR, Explanation
AX Ay Az
1 0 0 5 1 1 xisinitialized by 1,y=0=z2
0 1 0 1 10 1 y is initialized by 1, x =0 =z
0 0 1 1 ) 10 zisinitialized by 1, x=0=y

Relaxation Table

Increment
R, R, R, Explanation
AX Ay | Az
0 0 0 3 7 8 The numerlcal_ly I_argest residual is -8
IncrementinzisgivenbyAz=1

The numerically largest residual is -9

- -9
0 0 ! 4 2 Incrementinyisgivenby Ay=1
0 1 0 5 1 1 The numerlcal!y I_argest re5|diJaI is -5
Increment in x isgivenby Ax=1
1 0 0 0 0 0 All the residuals have been reduced to

Zero
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In the final iteration the residuals are zero.

SAXX=1; AXy =1 and AXz = 1 gives the solution as
x=1, y=1; x=1.

Problem 2. Solve the following equations using relaxation method.
Ox-y+22=09; x+10y—-2z=15;, 2x-2y-13z=-17

Solution. We note that the given system is a diagonal system. Hence relaxation method can be
used to solve. The residuals are

R, =9x-y+2z-9
R, = x+10y+2z-15
R, =2x-2y-13z+17

Operation Table

Increment .
AR, | AR, AR, Explanation
AX | Ay | Az
1 0 0 9 1 2 x isinitialized as 1, wheny=0=1z
0 1 0 -1 10 -2 y isinitialized as 1, whenx=0=1z2
0 0 1 2 2 -13 z is initialized as 1, whenx=0=y
Relaxation Table
Increment .
AR
e Ay e AR, y | AR, Explanation
0 0 0 g 15 Numerically largest residual is R, =17
Incrementin zis givenby Az=1
0 0 1 5 4 Numerically largest residual is Ry =— 17
Incrementiny isgivenby Ay =2
0 ) 0 @ 3 0 Numerically largest residual is R, =— 9
Increment in x is given by Ax =1
n 0 0 0 @ 5 Numerically largest residual is Ry =4
Increment iny is given by Ay =— 0.4
0 04 0 0.4 0 Numerically largest residual is R, =2.8
Increment in z is givenby Az=0.2
0 0 0.2 o4 0.2 Numerically largest residual is R, =0.8
Increment in x is given by Ax =—0.1
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Numerically largest residual is R, =~ 0.5

-01 0 0 -01
Increment iny is given by Ay =0.02
0 0.05 0 0 010 Numerically largest residual is R, =— 0.15

Increment in x is given by A x = 0.02

0.02 0 0 0030 | 0.020 Numerically largest residual is R, =~ 0.06
Increment in z is given by A z =— 0.005

Numerically largest residual is Ry =0.030

0 0 —-0.005 | -0.20 0.030 0.005
Increment iny is given by Ay =—0.003
0 — 003 | —0005 | 0023 0 0.011 Numerically largest residual is R, =0.023
Increment in x is given by A x =— 0.003
_ 0.003 0 0 _ 004 | — o003 | 0005 ;I;Zsa{ie;ri]dsutzlssare reduced almost to zero.
Now XAx = 1+(-0.1)+0.02+(-0.003) =0.917
XAy = 2+ (-0.4)+0.05+(-0.003) = 1.647
YAz = 1+0.02 +(-0.005) = 1.195
Hence x =0.917; y=1.647, z=1.195
Exercises

Solve the following system of equations by Relaxation Method

1. 10x- 2y+z=12; x+9y-z=10; 2x-y+11z2=20
2. 9x-2y+z=50; x+5y-32=18; -2x+2y + 7z =19

4.5 Newton Raphson Method For Simultaneous Equations

Consider the equations f (x,¥) 0, g (x,y) =0. .. (D)
Let (xo, Yo) be an initial approximate solution of (1)

Let x1 = Xo + h and y1 = yo + k be the next approximation.

Expending f and g by Taylor’s theorem for a function of two variables around the
point (X1, y1), we have

of of
f(x1, y1) =f (Xo + h, yo + k) = f (xo, yo) + h (—j + k(—)
8X (XOvYU) 8X (XOvy{))
0 0
f (X1, y1) =9 (Xo + h, yo + k) =g (X0, yo) + h (_gj + k(—gj
X Jgye) N OX g y0)

62

Manonmaiam Sundaranar University, Directorate of Distance & Continuing Education, Tirunelveli.



(omitting higher powers of h and k)

If (X1, y1) is a solution of (1), then f (x1, y1) =0 and g (x1, y1) = 0.

Hence f (Xo, yo) + hfx (Xo, yo) + kfy (Xo,yo) = O
and g (Xo, Yo) + hgx (Xo, Yo) + kgy (Xo, o) = 0
- hfx (Xo, Yo) + Kfy (Xo, Yo) = —Tf(Xo, Yo) ... (2
hgx (Xo, Yo) + kgy (Xo, yo) = —g (Xo, Yo) .. (3)

X fy

If the Jacobian J = # 0, then the equations (2) and (3) provide a unique solution

X y

for hand k. Now X, =x,+h and y, =y, +k give a new approximation to the solution.
By repeating this process we obtain the required solution to the desired accuracy.

Problem 1 Solve the equations x = x*+y?,y = x*—y* using Newton Raphson method with

the approximation (0.8, 0.4)

Solution. Let f(x,y) =x— x*—=y*;g (X, y) =y — X +V?

of of
f = —=1-2x; f = —=-2
X OX y OX y
0g 0g
- B ox: - Fo142
0, ox g, o y

Here X,=0.8 and y,=0.4

CE(Ye) = XX+ Y5 =0
and g(%,Y,) = Yo +Yo=—-008
Also f (x.Y,) = 1-2x,=—06

f(0.¥) = -2y,=-08

9, (6.Y) = -2%=-16
and g, (%,Y,) = 1+2y,=18

The Newton Raphson’s equations are
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f(xo’yo)"'hfx(xmyo)"'kfy(xo'yo =0 (1)

9(%,Yo )+ hf, (%, Yo) + kg, (%, ¥o) =0 )
i.e.06h+08k =0
-16h+18k =0.08
Solving these two equations we get
h=-0.027 and k = 0.02
The next approximation to the solution is

X, =%+h=0.773 and y, =y, +k =0.42

Now f ()(1’Y1)=—0009, g (X1,y1):—00011, fx (Xl’yl):_0546 : fy (X:]_ry]_):_084,
9, (%,y;)=—1546; and g, (x,,y,)=1.84

Using these values in (1) and (2) we have

—0.546h —0.84k 0.0009

—1.546h +1.84k 0.0011

Solving for h and k we get h = - 0.0011 and k = — 0.0004
. X, =%+h=0.7719
y, =Y, +h=0.4196
Thus x =0.7719 and y = 0.4196 is an approximate solution to the given system.

Problem 2: Use Newton-Raphson method to solve the equations x*—y*=4. x*+y* =16

with X, =y, =2.828.

Solution: Let f =x*—y*—4and g=x*+Yy°-16

g, =2%, g,=2y

Also f(X,Y,)=X —yi —4=0;9(x,,Y,)=X +y; ~16=0
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f(X.Yo)= 2%, =5.656
f, (X, Yo)=—2Y, =—5.656
9,(%,Ys) = 2%, =5.656

gy(x()’yo): 2y0 :5656

The Newton Raphson equations are
f(xo’yo)"'hfx(xo’%)"'kfy(xo’yo)zo (1)

9(%,Yo)+hg, (%, ¥o)+ kg, (%5, ¥5) = 0 ()
ie. h-k=0.707
and h+k=0
. h=0.354 and k = -0.354.
The next approximation to the solution is
X, = X%, +h=3.182
Y, =Y, +k=2.474
Now f(x,y,)=x -y’ —4=0.004448
9(x,y,)=x +y? —16=0.2458
f (x,y,)=2x =6.364
f,(%,y,)=-2y, =—4.948
0,(x,1)=2x =6.364

g,(x,y,)=—2y, =4.948

Replacing (X,,Y,) by (X,¥;) in (1) and (2) we get the Newton Raphson equations for the

second approximation as
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6.364h — 4.948k = —0.0044
6.364h + 4.9484k = —0.2458

Solving these two equation we get

h =—-0.01966 and k = — 0.0244
o X =% +h=3.162
Y, =Y, +k=245

Thus x = 3.162 and y = 2.45 is an approximate solution to the given system.

Problem 3 Find a root of the system of non-linear equations by Newton-Raphson method:

x*+y=11, y*+x=7, with x, =3.5 and y, =—1.8.
Solution: Let f =x*+y—-1land g=Yy* +x-7.

s F (%Yo )= X2+, —11=-0.55

9(Xy,Yo)= Y2+ % —7=-0.26

f (X,Yo)= 2% =7

f, (%, Yp)=1

0, (%1 ¥0)=1

9,(%.Ys)= 2Y,=-3.6

Newton-Raphson equation are

f(X01yo)+hfx(Xo’yo)+kfy(XmYO) =0 (1)
g(xo,y0)+hgx(x0,y0)+kjy(xo,yo)=0 ce(2)
i.e. 7h+k=0.55
h-3.6k=0.26
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Solving these equation we get h = 0.0855 and k

.. The next approximation to the solution is

X, =%, +h=3.5855, y, =y, +k =-1.8485
Now f(x,y,) = x?+y, —11=0.0073

9(x.y,) = y?+x —7=0.0025

f(x,y,) = 2%=7.171

f,(x%.y,) =1

g,(x.y,) =1

9,(x.y;) = 2y,=-3.697

Replacing (X,,Y, ) by (XY, )in (1) and (2) we get the Newton-Raphson equation for the next

approximation as
7.171 h+k=-0.0073
h —3.697 k =-0.0025
Solving these two equation we get

h =-0.00106 and k = 0.00039
ie. X, =X +h=35844
y, =Y, +k=-1.8481
Thus x =3.5844 and y = -1.8481 is an approximate solution to the given system.

Problem 4 Solve the system of equations sin xy + x -y = 0; y cos xy +1 = 0 with. X, =1 and

Y, = 2 by Newton Raphson method.
Solution: Let f (x,y) =sinxy +x—Vy; g (X, y) =y cos xy +1
f.=ycosxy+1
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f,=xcosxy-1
g, =-y’sinxy
g, =—Xy sinxy
With x, =1and Yy, = 2 we have
f(Xy,Yo)= SINX,Y, + X, — Y, = 0.9092 + 1- 2 = - 0.0907
9(Xy,Yo)= Y,C08 X, Y, +1=-0.8323 + 1= 0.1677
f (X,,Y,)=0.1677
f, (X, Y,)=-1.4161
9,(%,,Y,)= -3.6372
9,(%.Y,)=-1.8186

The Newton Raphson equations are

f(XO’yO)+hfx(X0’yO)+kfy(XO’yO) 0 e (D)

g(Xo'yo)"‘hgx(Xo'yo)"'kgy(Xano) =0 e (2)
i.e. 0.1677 h—1.4261 k = 0.0907

3.6372 h + 1.8186 k = 0.1677

Solving these two equation we get

h = 0.0739 and k = - 0.0553

S X =X +h=1.0739 and y, =y, +k =1.9447
Now f(x.,y,) = sinxy, +X —Y,=0.0018

9(x.y,) = y,cosx,y, +1=0.0378

f(x,y,) = Yy, C08 XY, +1=0.0378
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S:i:‘:z:w.%.%
f,(%.y,) = X cosxy, —1=-15314

0,(x,y,) = — yZsinxy, = -3.2865
9,(x.y;) = =Xy, sin Xy, = - 1.8148
Replacing (xo,yo) by (Xl,yl) in (1) and (2) we get the Newton-Raphson equation for the
second approximation as
0.03784h — 1.5314k = - 0.0018
3.2865 h + 1.8148k = 0.0378
Solving these who equations we get h = 0.0089 and k = 0.0014.
ie, X, =%+h=1.0828 and y, =y, +k =1.9461
Thus x =1.0828 and y = 1.9461 is an approximate solution for the given system.
Exercises

Solve the following system of simultaneous equations by Newton Raphson method

1. xy=1;x*>+y*=4withxo =1.8and yo=0.5
2. Xy=X+Yy;y?+x>=1withxo=05,yo=-1
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Numerical Solution of Partial Differential Equations

Unit VvV
5.1 Classification of partial differential equations of second order

Definition: The general second order linear partial differential equation in two independent
variables is of the form
o°u o°u o%u ou au

5 +C—+D—+E—+Fu=G
oX oxoy oy OX oy

which can be written as
Au, +Bu, +Cu, +Du, +Eu, +Fu=G
where A,B,C,D,E,F,G are functions of x and y

The above equation is said to be elliptic or parabolic or hyperbolic at a point (x, y) in
the plane according as B> — 4AC <0 or B° -~ 4AC =0 or B>~ 4AC >0.

Note: It is possible for a second order partial differential equation to be elliptic in one region,
parabolic in another and hyperbolic in some other region.

For example consider
XU, + U, =0 (D)
Here A =x; B =0; C = 1 so that B — 4AC =—4x .
The equation (1) is elliptic if B*—4AC <0 (i.e) — 4x < 0 (i.e) if x > 0.
Similarly (1) is parabolic if x = 0 and hyperbolic if x < 0.

Example 1: The Laplace equation Uy, + U,, =0and the Poisson’s equation U, + U, = f(X,y)

are elliptic.
2. The one-dimensional heat equation U, = a’u,, is parabolic.
3. The one-dimensional wave equation U, = a’u_ is hyperbolic.

Problem 1: Classify the equations

Q) U, +2U,, +u, =0

70

Manonmaiam Sundaranar University, Directorate of Distance & Continuing Education, Tirunelveli.



(i) xPf, +(L-y?)f, =0
(iii) uxx+4uxy+(x2+4y2),1yy =sin xy
(iv) (1+ xz)uXX +(5+ 2x2)uXt +(4+ xz)utt =0

Solution (i) Comparing the given equation with the general second order linear partial
differential equationwe have A=1;B=2;C=1.

Now B? — 4AC =4-4=0
.. The given equation is parabolic.
(i) Here A=x?;B=0; C=1-y?

Now B? — 4AC = 0-4x(1- y? )= 4x?(y? -1)

We note that x2 > 0for all x except x =0 and y* —1<0forall ysuchthat-1<y<1
- B*—4AC <O forallx#0and-1<y<1

.. The equation is elliptic in the region given by x#0 and -1 <y < 1.

Similarly the equation is hyperbolic in the region given by x #0 and y < -lory > 1.
B2 —4AC =4x?(y?~1)=0 if x=0 or y*=1
.. The equation is parabolic if x=0ory = +1.
(i) u, +4u, +(x2 +4y2) u, =sinxy.
Here A=1;B=4and C=x*+4y’
Now B? —4AC =16 - 4(x? + 4y?) = 4/4 — x* — 4y? |
The equation is elliptic if 4—X*—4y* <0

ie. if X*+4y°>4

2 2
e, if =+l >1
4 1
X2 y2
.. The equation is elliptic in the region outside the ellipse 7 + T =1
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It is Hyperbolic inside the ellipse

2 2
: : . X
It is parabolic on the ellipse 7 +-—=1

iv) (X )uy, +(B+2x%)u, +(4+x*)u, =0
Here A=1+x?; B=5+2x%; C=4+x?

Now B2 —4AC (5+2x?) — 4L+ x? 4+ x?)

= 254+4x* 200 —4{4+5x% +x')
= 25+ 4x* +20x* —16 — 20x* — 4x*
= 9. (positive)

Hence the equation is hyperbolic.

Exercises

Classify the following partial differential equations

1. fxx — 2fxy = O
2. Uxx — 2ny '8Uyy =0

5.2 Finite Difference Approximations to Derivatives

We divide the xy-plane into a network of rectangles of sides h and k by drawing the
linesx =ihandy=jk,i,j=0, 1, 2,.... The points of intersections of these family of lines are
called mesh points or grid points or lattice points.

Now let u(x, y) be a function of two independent variables x and y. By definition of
partial derivative we have

ou _ . u(x+hy)-u(x,y)
h

Also u,= u(x,y)—u(x—h,y)+o(h) and

72

Manonmaiam Sundaranar University, Directorate of Distance & Continuing Education, Tirunelveli.



0= u(x+h,y)2—hu(x—h,y)+o(h2)

Let u(x,y)=u(ih, jk)=u, ;.
Then the above equations take the form

u u

U= —”“h_ L+ O(h)
U= 221 o)
h
Uigj — Uiy
u,= —lVJZh Li 4 O(h?)

Similarly for the derivative Z—u = u, we have

y
u,= 22221 0(k)
— ui,j _ui,j—l
= —— =10k
S o(k)
- ui,j+1_ui,j—l 2
= Olk<).
S olk?)

Similarly for the second order partial derivative u,,, u,, the finite difference approximation are

given by
_ Ui — 20+ Uy 2
uXX_ Y h2‘ +O(h )
VA U A YV A ( 2)
uy, = 2 +0lk

Replacing the derivatives in any partial differential equation by their corresponding
difference approximations we get the finite difference analogue of the partial differential
equation.

5.3 Laplace Equation

A numerical method for solving the two dimensional Laplace equation.
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u.+u =0 | (1)

Consider a rectangular region R for which u(x,y) is known at the boundary. For
simplicity we take R to be a square region and divide it into small squares of side h as shown

in the Figure , where C,,C,,....,C;zare boundary values

Numerical Solution of Partial Differential Equations.

C C, Cs Gy Cs
U, u, Uy

Clﬁ C6
u, Us U,

C15 C7
u7 u8 u9

Ci4 Ce

Cis Cir Cit Cio C

Figure

We now replace the partial derivatives in (1) by the difference approximations

_ Uiy =20 Uiy

XX h2
_ Ui =20 +U;
yy h2

.. (1) becomes,

Ui =2Ui +Uigy Ui =20 U0 o
h? h?
: 1 ! ]
- Ui :Z Uiy j T Ui T g U ... (2

(2) is called the standard five point formula (SFPF)

Since Laplace equation remains invariant when the coordinates are rotated through 45° we can
also use the following formula instead of (2)

1
U = Z[ui—l,jﬂ FUigja Uit ui—l,j—l] .. (3)
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This shows that the value of u, ;is the average of its values at the four neighboring diagonal
mesh points. (3) is called the diagonal five point formula (DFPF).

1. Gauss Jocobi method

Let ui(y”j) denote the n™" iterative value of u; ;then an iterative procedure to solve (2)
IS given by

(n+1) _

Ui

—[u, Tt ufﬁJ + u,(J) L+ U J+1] for the interior mesh points.

2. Gauss Seidel method

The iterative procedure to solve (2) is given by

n+1 (n+1) (n+1) |, (n) ]
[U i-1,j +u|+1J +U| -1 +U| NE

Here we use the latest available iterative values and hence the rate of convergence
will be twice as fast as the Jacobi method.
Obtaining the solution by using Gauss-Seidel iteration method is known as
Leibmann’s iterative process.
Problem 1. By iteration method solve the elliptic equation
ou %
~zt o7
oX~ oy

over the square region of side 4 satisfying the boundary conditions

=0

a) u(0,y)=0for0<y<4
b) u(4,y)=12+yfor0<y<4
c) u(x,0)=3xfor0<x<4
d) u(x,4)=x*for0<x<4

By dividing the square into 16 square meshes of side 1 and always correcting the
computed values to two places of decimals obtain the values of u at 9 interior pivotal points.

Solution: The region of u(x,y) with the given boundary conditions are shown in Figure.
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ola 1 4 9 B
16
U, U, Us
0 15
u, Us Ug
0 14
U, Ug Uy
0 13
C
DO 3 6 9 12=
Figure

The boundary condition u (0, y) = 0 for 0 <y < 4 gives all boundary values on the line
DA, x = 0(y-axis).

The boundary condition u(4, y) = 12+y for 0 <y < 4 gives the four boundary values 13,
14, 15, 16 on the line CB, whose equation is x = 4.

The boundary condition u (x, 0) = 3x for 0 < x < 4 gives the four boundary values 3, 6,
9, 12 on the line DC, y = 0 (x-axis).

The boundary condition u(x, 4) = x? for 0 < x < 4 gives the four boundary values 0, 1,
4, 9 on the line AB, whose equation is y = 4.

Let the values of u at the 9 interior grid points be uz, Uz, us, ...., Ug.
We use Liebmann’s iteration method to find the values of us, Uz, Us, ...., Uo.
Step 1. To find the 9 rough values of uy, u, us, ...., Ug.

U5=%(4+6+0+14)=6 (SFPF)
1

u1:Z(0+6+4+0):2.5 (DFPF)

US:%(16+6+4+14)=10 (DFPF)

u7:%(6+0+0+6):3 (DFPF)
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Ug= %(14+ 6+6+12)=9.5 (DFPF)
Now we find the other four values using SFPF

UZ:%(4+6+2.5+10)=5.63
1

u4:Z(2.5+3+0+6)=2.88

u6:%(10+9.5+6+14):9.88

1
u8=Z(6+6+3+9.5)= 6.13
Step 2. First iteration. In all further calculations we use SFPF and the latest available values.

u1=%(1+ 2.88+0+5.63)=2.38
u2=%(4+6+2.38+10)=5.60
u3=%(9+9.88+5.60+15): 9.87
u4:%(2.38+3+0+6)=2.85
uS:%(5.6+6.13+ 2.85+9.88)=6.12
u6:%(9.87+9.5+6.12 +14)=9.87
u7:%(2.85+3+0+6.13)=3.00
US:%(6.12+6+3.00+9.50): 6.16

u9:%(9.87+9+6.16+13)=9.51

Second iteration
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u1:%(1+ 2.85+0+5.6)=2.36
UZ:%(4+6.12+2.36+9.87):5.59
uS:%(9+9.87+5.59 +15)=9.87
u4:%(2.36+3.00+0+6.12)= 2.87
u5:%(5.59+6.16+2.87+9.87): 6.12
uG:%(9.87+9.51+ 6.12+14)=9.88
u7=%(2.87+3+0+6.16)=3.01
UB:%(6.12+6+3.01+ 9.51)=6.16

u9=%(9.88+9+6.16 +13)=9.51
Third iteration

u1:%(1+ 2.87+0+5.59)=2.37
UZ:%(4+6.12+2.37+9.87)=5.59
u3:%(9+9.88+5.59 +15)=9.87
u4:%(2.37+3.01+0+6.12)= 2.88
US:%(5.59+6.16+2.88+9.88): 6.13

UG:%(9.87+9.51+ 6.13+14)=9.88
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u7:%(2.88+3+0+6.16):3.01
Ug :%(6.13+ 6+3.01+9.51)=6.16

UQ:%(9.88+9+ 6.16+13)=9.51
Fourth iteration

u1:%(1+ 2.88+0+5.59)=2.37
uzz%(4+6.13+ 2.37+9.87)=559
u3:%(9+9.88+5.59 +15)=9.87
u4:%(2.37+3.01+0+6.13): 2.88
u5=%(5.59+6.16+2.88+9.88)= 6.13
UG:%(9.87+9.51+ 6.13+14)=9.88
u7:%(2.88+3+0+6.16):3.01
u8:%(6.13+6+3.01+9.51)= 6.16

u9:%(9.88+9+6.16+13):9.51

Step 3: Since in the third and fourth iterations all the values of u; ; at the grid points are

same the iteration process is stopped.

u, =237 u,=559 u, =987
Hence u, =288 u;=6.13 u; =9.88
u, =301 u, =616 uy =9.51
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f:“wt‘ti’z?;“.‘i%
Problem 2. Solve the Laplace equation V2u = 0 at the interior points of the square region

given in Figure

0 111 170 197 18.6
u u u

0 L 2 : 21.9
u u u

0 4 ° ° 21
u u u

0 ! ’ ? 17

0 87 121 12.8 9

Figure

Solution. Let u;,u,,...,Us be the interior grid points and we use Leibmann’s iteration process

to find these values.

U = %(17.0+12.1+0+21.0) = 125 (SFPF)
u = %(17.0+0+0+12.5) = 7.4 (DFPF)
u; = %(18.6+12.5+17.0+21) = 17.3 (DFPF)
u, = %(12.5+0+0+12.1) = 6.2 (DFPF)
U = %(21.0+12.1+12.5+9.o) = 137 (DFPF)

We use SFPF to find the starting values at the remaining grid points.

1

u, = Z(17.0+12.5+7.4+17.:-;) = 136
1

u, = Z(7.4+6.2+0+12.5) = 65

U, = %(17.3+13.7+12.5+21): 16.1
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U = 1(12.5+12.1+6.2+13.7) = 111
4

The rought values of the grid points are improved by Liebmann’s the iteration formula
and the iterations are shown in the following table using standard five point formula.

. Thus u,=79  u, =137 U, =179
u=66 U =11.95 U, =163
Uu=67 U =112 U, =143

Problem 4. Solve the elliptic equation u,, +u, =0 for the following square mesh with

boundary values as shown below using Liebmann method or otherwise.

A B
300 100
400 200

D 400 300 C
Figure
Solution: Let the interior grid points be U, U, U;U,

From the boundary values we notice that they are symmetrical about the diagonal BD.
Hence the values at the two boundary points AB are 200 and 100.

A B
u, u/z/,,/

300 100
400 200
lu, |,

D 400 300 C

Figure
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Here u,=U,. Hence we need to find U,,U,and u,only. Since the corner values are not
known we cannot use DFPF. Hence we first assume a suitable approximate value for U, and
get the other rough values for u,and U, by using SFPF.

I 2
Assume an initial rough value u, :100+§(300—1oo): 233

Rough values:

U= u,= 233

u2:%(100+u4 +U, +100)=167 (v u,=u, =233)

uS:%(u1+400+400+u4)=317

The rough values are entered in the table and the Licbmann’s interations are shown in
the table.

200 100
ul UZ
300 33 167 100
246 170
248 174
250 175
U, | 250 175
31250 Us|17s
400 317 233 200
320 248
324 250
325 250
325 250
325 250
400 300
Figure

Hence U, =250=u,; u, =175; u, =325
Problem 5. Applying Liemann’s method approximate the solution of Laplace’s equation

V2 =0with h = % in a square with the vertices A(0,0), B(0,1), C(1,1), D(1,0) given that the
unknown function on the boundary is u(x,y)=9x*y?

Solution: At the boundary points of the square mesh h = %the boundary values are given is

the figure.
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0 .

0 u; | u, L

0 0 0 0
Figure

We observe that there is no mid-point in the grid. Hence to initialise the calculations,

we assume an initial value for u,

Let u, =0.33. Then u1:%(4+0+0+0.33):1.08 (DFPF)
u, :%(4 +0.33+1.08+1)=1.60  (SFPF)

u3=%(1.08 +0+0+0.33)=0.35 (SFPF)

The rough values are entered in the table in bold letters and the Liebmann iterations are shown
in the table.

0 1 4 9
u u

0 1 2 4
108|160
0.74 1'52
0.70 1:60
0.74 1.62
0.75 1.63

ol _Ys 0.75 u, | 1.63 1
0.35 0.33
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e
0.27 0.70

0.35 0.74
0.37 0.75
0.38 0.75
0.38 0.75
0 0 0 0
Figure

Hence u, =0.75; u, =1.63; u,=0.75; u, =0.38.
Exercises

1. Solve the Laplace equation V2u = 0 at the interior points of the square region given in

Figure

0 100 100 100 50

0 Y% . 0
u u u

0 : ° ° 0
u u u

0 7 8 9 0

0 0 0 0 0

2. Solve the elliptic equation u,, +u,, =0 for the following square mesh with boundary

values as shown below using Liebmann method or otherwise.

A 1 2 B
1 4
2 5
D 4 5 C

5.4 Poisson’s equation

An equation of the form
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Uy +U,, = f(X,y)
is called Poisson’s equation.
The standard five-point formula for (1) takes the form

Uy Uy +U; g+ Uy — AU =h?f (ih,jh) ... )

By applying (2) at each interior mesh point we obtain a system of linear equations which

can be solved by Gauss Seidel method.

Solved Problems

Problem 1: Solve VU = —1O(x2 +y? +10) over the square with sides x =0 = y; x = 3 = y; with
u = 0 on the boundaries and mesh length 1.

Solution: Here h = 1. The region of solution of the given partial differential equation with the
boundary values are given in the table.

y
A
0 0 0 0
ul u2
0 0
u u
0 3 L 10
» X
0 0 0 0

Figure

Let U, U, Us U, be the values at the interior grid points. The standard five point formula

for the given equation is

Upgj+Uigj + U g + U — 40 :_10(i2 + jz +10) .. (D)
Using (1) at u;(i =1, j = 2) we have
Ug p + Uy +Uy +Uy 5 — AU, = —10(12 +22 +10)

0+u,+u,+0—-4u,= - 150
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(i.e) U, +U, +0—4u,=-150 ... (2)

Using (1) at uz(i =2,j= 2) we have
u, +u, —4u,=-180 . (3)

Using (1) at u3(i =1 =1) we have
u, +Uu, —4u,=-120 . (4)

Using (1) at u4(i =2,] :1) we have
u, + U, —4u, =-150 ... (5)

Solving (2), (3), (4) and (5) we get the values of u’s at the four grid points. We use
Gauss-Seidel method to solve them.

From (2) and (5) we get U, =U,

Hence (2), (3), (4) and (5) can be reduced to

U= %(u2+u3+150) ... (6)
1 1

u,= Z(2u1+180):§(u1+90) . (7)
1

Uy= E(u1+60) ... (8)

Starting with the first iteration using the first approximations U, =0 and u, =0 we get

the following tabular values.

Iterations 1 2 3 4 5 6 7 8 9
u, =u, - 37.5 65.63 | 72.66 | 74.42 | 74.86 | 74.97 75.0 75
u, 0 63.75 | 77.82 | 81.33 | 82.21 | 82.43 | 82.49 | 8250 | 825
Uy 0 48.75 | 62.82 | 66.33 | 67.21 | 67.43 | 67.49 | 67.50 | 67.5

Since the values in the 8" and 9" iterations are equal the iteration process stops and the
values are
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U, =75=u,; u, =82.5; U, =67.5

2 2
Problem 2: Solve %+% =8x’y? in the square mesh given u = 0 on the four boundaries
X

dividing the square into 16 subsquares of length 1 unit.

Solution: Here h = 1. The region of solution of the given Laplace equation with the boundary
values are given in the table.

0
0 0 0 0
u u u
0 L 2 * 1o
U4 US u6 _
0 5
u u u
O 7 8 9 0
0 0 0 0 0
Figure

Let U,,U,,Us,U,....Us be the values of u at the interior grid points.
Choose coordinate system with origin at the centre U of the square mesh.

2 2
We note that the given Poisson partial differential equation a—LZJJra—l: =8x%y” is
ox: oy

symmetrical about x and y axes and also about the line y = x.
Hence we have U, =U; =U, =Uyand
U, =U, =Ugs =Ug
Hence we have to find U,,U,,Usonly.

The standard five point formula for the given Poission equation is

uifl,j+u' —4Ui1j =8i2j2 covse (1)

i+1,] + ui,j—l +U;

i,j+1

Using (1) at u7(i =-1j= —1)we have
U, 1+Ug+U,; ,+U,,— 4u71,71 = 8(_ 1)2 (_ 1)2
(ie) 0+u,+0+u, —4u,=8

(i.e) U, +u,—4u,=8
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(i.e) u,—2u,=4
Using (1) at u2(i =0,j =1) we have
U_y; + Uy +Ugo +Uy, —4Uy, =8x0x1=0
(i.e). U +u;+u;+0-4u, =0
. 2u;—4u, +u, =0 e (3)
Using (1) at U(i =0, j = 0)we have
Uq+Ug+Uy 4 +Uy, —4Uy, =0
U, +Ug +Ug+U, —4u. =0
4u, —4u. = 0.
(ie) U,=u . (B
Solving these equations (2), (3), (4) we get U, =-3; U, =—-2; U, =—2
.. The solution to the given Poission equation at the 9 interior mesh points.
U =U;=U;, =Uy =—3

U, =uU, =Us =Ug =—2and u, =-2
Exercises

1. Solve the Poisson equation uxx + Uyy = -x2 y? over the square region bounded by the
lines x =0, y = 3 given that u = 10 throughout the boundaries taking h =1

2. Solve V?u=x*+y? inthe square region given that u = 2 on the four boundaries
dividing the square into 16 subsquares of length one unit.
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